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This study explored multiple variables that influence the development of juvenile delinquency. Two datasets of the National Youth Survey, a longitudinal study of delinquency and drug use among youths from 1976 and 1978, were used: 166 predictors were selected from the 1976 dataset, and later self-reported delinquency was selected from the 1978 dataset. Optimal data analysis was then used to construct a hierarchical classification tree model tracing the causal roots of juvenile delinquency and non-delinquency. Five attributes entered the final model and provided 70.37% overall classification accuracy: prior self-reported delinquency, exposure to peer delinquency, exposure to peer alcohol use, attitudes toward marijuana use, and grade level in school. Prior self-reported delinquency was the strongest predictor of later juvenile delinquency. These results highlight seven distinct profiles of juvenile delinquency and non-delinquency: lay delinquency, unexposed chronic delinquency, exposed chronic delinquency, unexposed non-delinquency, exposed non-delinquency, unexposed reformation, and exposed reformation.

The Federal Bureau of Investigation (FBI) reported that more than 1.5 million juveniles under the age of 18 were arrested in 2003, suggesting that about 16.3% of all individuals arrested were juveniles. As a result, youth violent crime is often considered to be a major problem in the United States. In addition, research indicates that a delinquent criminal career increases the potential to commit crime in adulthood. For these reasons, juvenile delinquency and its causes have been major topics in the study of crime.

Some scholars have focused on situational factors as underlying determinants of criminal behavior. For example, because crime rates are generally high in areas of poverty, it has been argued that poor socialization (i.e., failure to teach skills to achieve middle-class success) provided by lower-class parents is a predictor of delinquency. With poor socialization, lower-class adolescents feel frustrated and develop a unique subculture for their values.
From the general view of conventional groups, this is referred to as a delinquent subculture, and youths belonging to this subculture are socially labeled as delinquent gangs. Moreover, a delinquent subculture often develops in socially disorganized areas. Social disorganization is said to exist when: “institutions of social control... have broken down and can no longer carry out their expected or stated functions” (p. 168). Adolescents living in socially disorganized areas have limited conventional opportunities, such as well-paying jobs or educational opportunities, which adolescents eventually perceive as an unequal distribution of power, a disjunction existing between aspirations and expectations, or a discrepancy between expectations and achievement. To achieve their goals under such limited conventional opportunities, some adolescents seek alternative but illegal ways and thereby become involved in a deviant subculture.

Although prior research addressed the general relationship between social class and delinquency, not all lower-class youths automatically engage in illegal behaviors. As an alternative conceptual viewpoint, social learning theory argues that crime results from the learning process of rewarded and punished behaviors shaped through past experience and observations. For instance, youth might learn actual criminal techniques (e.g., how to steal things from others), psychological coping strategies (e.g., how to deal with guilt or shame as a result of criminal activities), and attitudes about crime (e.g., the norms and values related to criminal activities) from direct exposure to antisocial behavior or from relationships with a delinquent group.

Furthermore, it has been suggested that criminals are at lower stages of moral development than law-abiding citizens. This reasoning suggests that people’s perceptions of their environment influence moral development. In fact, Thornberry found that peer influence was a crucial element during mid-adolescence, and having delinquent peers helped form delinquent values. Menard and Elliott also found that antisocial behavior attenuated a sense of social morality.

Considering influences that move youth away from antisocial behavior, in contrast, Hirschi focused on four important prosocial bonds that detach adolescents from delinquency: attachment (i.e., sensitivity to and interest in others); involvement (e.g., participation in social activities); commitment (i.e., investing time, energy, and effort in conventional behaviors); and belief (i.e., respecting social values). According to his social bond theory, if youths have weak bonds of attachment, involvement, commitment, and belief, then they are more likely to engage in delinquent behavior. Extending this theoretical model, social bond theory was transformed into the general theory of crime (GTC), in which impulsive adolescents who receive poor socialization are more likely to be low in self-control and to weaken their social bonds to conventional groups, which, in turn, encourages them to seek criminal opportunity (e.g., joining gangs, using illegal drugs).

Contrary to theoretical predictions, however, it has been reported that some youths who did not actually reject social bonds nevertheless developed associations with delinquents. Thus, it is suggested that a relationship between social bonds and delinquent behavior is moderated by other factors, such as socioeconomic status. Alternatively, path analyses of the National Youth Survey from 1976 to 1978 concluded that prior delinquency and involvement in delinquent peer groups were direct causal influences on delinquency and drug use, and conventional bonds and strain in-directly influenced later delinquency. This research implies that delinquency is recidivistic probably because such youth have been labeled negatively and stigmatized, making it difficult for them to be rehabilitated into conventional society. Thus, previous research has provided rich information explaining sociological and
psychological mechanisms underlying delinquency. Our goal in this study is to combine previous theoretical perspectives and research findings to examine delinquency more comprehensively than has been done previously. Most prior research has examined only bivariate or linear relationships with delinquency and has analyzed a limited number of predictors. In this study, we investigated many different potential predictors in a single integrated model and explored how these various predictors interact non-linearly with each other. We hypothesized that both social and personal factors would mutually influence delinquent behaviors. We also considered several personal, social, and family-related variables that are potentially associated with delinquency, such as attitudes toward deviance, social isolation, family isolation, and demographic characteristics. Our dependent variable was youth’s delinquency status—delinquency versus non-delinquency—and we used a newly available non-linear multivariable method of classification tree analysis, based on optimal data analysis (ODA), to classify observations into delinquents or nondelinquents.\(^{36}\)

**Advantages of Classification Tree Analysis (CTA)**

Traditionally, linear classification methods such as discriminant analysis and logistic regression analysis have been used to solve statistical classification problems. Nevertheless, linear classification methods have several weak points that might produce statistical solutions that are less than optimal. For example, discriminant analysis can produce probabilities beyond the range of 0 to 1 and requires restrictive normality on the independent variables, which is usually not met in practice.\(^{37}\) Furthermore, both discriminant analysis and logistic regression analysis simplify complex real-world phenomena by using a linear model although real phenomena are typically not linear.\(^{38}\) In addition, these linear methods assume three conditions that are often unrealistic—namely, that the magnitude of importance, the direction of influence, and the coefficient value for each predictor variable is the same across all observations.\(^{38}\) It is not our intention to argue that statistical results found by linear methods are invalid, but rather to note that the level of accuracy of these methods is constrained by the above limitations.

In contrast to traditional linear classification techniques, the ODA paradigm offers a non-linear multivariable classification method known as hierarchically optimal classification tree analysis (CTA).\(^{38}\) Independent and dependent variables are referred to respectively as “attributes” and “classes” in CTA. An attribute is defined as: “any variable that can attain two or more levels, and reflects the phenomenon that one hopes will successfully predict the class variable,” and a class variable is defined as “any variable that can attain two or more levels, and reflects the phenomenon that one desires to successfully predict.”\(^{36}\)

Note that a class variable must be categorical, although an attribute can be either categorical or continuous. CTA has distinct advantages over linear classification methods. First, CTA can handle non-linear, complicated real-world phenomena. With CTA, the shape or form of a given phenomenon does not matter, whereas linear methods assume that a straight line or a sigmoidal curve characterizes the underlying phenomenon.\(^{38}\) In addition, a CTA model produces a high level of classification accuracy by adopting optimal decision rules, rather than trying to maximize explained variance or minimize a fit function (see Method for more detail). Moreover, CTA is free from the restrictive assumptions about independent variables. In particular, unlike linear methods, CTA does not assume constant importance, direction of influence, and coefficient value (unstandardized or standardized regression coefficient) for each attribute across all observations.\(^{38}\)

Another strength of CTA is it provides a hierarchically optimal classification model, which can be very informative. In CTA, the at-
tribute with the strongest effect size for the total
sample, called the first node, enters the top of a
hierarchically optimal classification tree model.
One level or branch of the first node leads to a
second node through a predictive pathway, while another level of the first node leads to an-
other second node through a different predictive
pathway. At these second nodes, the attributes
with the strongest effect size under each condition are entered to produce, in turn, different
pathways to the third nodes. These patterns are
repeated until prediction endpoints are reached.

The final CTA model reveals two impor-
tant pieces of information. First, tracing
combinations of nodes in CTA visually identi-
fies crucial interaction effects. For example,
imagine the final CTA model indicates a certain
subgroup (endpoint) is predicted to engage in
delinquency when the first node of the model
(e.g., attachment) is at a low value and the se-
cond node (e.g., moral belief) is also low. This
result indicates that moral belief predicts delin-
quency, depending on the strength of attach-
ment. Note that in contrast to traditional linear
approaches, CTA automatically detects im-
portant interactions by examining all attributes
in the statistical model. Second, the CTA model
allows us to trace multiple stages branching into
each level of a class variable and to discover the
critical profiles linked to each outcome. In the
above example, the CTA model would show at-
tachment (the first stage) and moral belief (the
second stage) at which youths move toward de-
ilinquency or non-delinquency. This result im-
plies that one profile of delinquency is the com-
bination of weak attachment and moral beliefs.

In contrast, linear methods cannot iden-
tify ordinal predictors leading to each outcome.
Furthermore, unlike CTA, linear methods have
difficulty finding combinations of multiple vari-
ables predicting each level of an outcome simul-
taneously, making it more difficult to use linear
methods to identify predictive profiles.

These advantages make CTA a powerful
procedure for solving statistical classification
problems in comparison with the linear classifi-
cation methods. CTA models are manually con-
structed using statistical software which con-
ducts ODA and classifies observations optimally
by following “a prediction rule that explicitly
achieves the theoretical maximum possible level
of classification accuracy”. 36 We used ODA in
this study for three reasons in addition to the
fact that ODA enables us to capitalize on all the
strengths of CTA. First, ODA can analyze all
types of attributes measured by ratio, interval,
ordinal, and nominal scales. 36,39 Second, as
noted in the Method section below, ODA empir-
ically tests the expected cross-sample generali-
zability of optimal classification models. 36,39
Finally, ODA simultaneously analyzes as many
attributes as one wants without the limitations of
the ratio of attributes to sample size or problems
of multicollinearity. 36 This is because ODA tests
the overall effect of each attribute on a class
variable individually and selects only the single
most influential attribute at each node. This
strategy differs from multiple regression analy-
sis, which calculates the partial effect of each
variable independent of the effects of other vari-
ables when considered simultaneously.

Method

Participants and Materials. Archival
data from the National Youth Survey, a 1976-
1978 longitudinal design with multiple birth co-
horts, were used. 24,40-41 In early 1977, the first
wave of the survey gathered a multistage, clus-
ter (area) probability sample of 1,725 American
adolescents aged from 11 to 17 in 1976. Thus,
by design, the sample included not only delin-
quents but also non-delinquents. The survey as-
essed events and behaviors theoretically linked
with delinquency during calendar year 1976,
and the subsequent wave tracked most of the in-
dividuals in 1978. Because the National Youth
Survey followed the same individuals over time,
we selected theoretically relevant attributes
from the 1976 dataset to predict later self-re-
ported delinquency in the 1978 dataset. Partici-
pants interviewed for the first survey were representative of the youth population aged 11-17 in the U.S. by the U.S. Census Bureau, and the attrition rate for the subsequent wave was only 6% (N=99). ODA software was used to manually construct a hierarchically optimal CTA model of juvenile delinquency.

**Measures.** Our class variable of general delinquency was a composite index consisting of the frequency of the following behaviors reported by youths in 1978: aggravated assault, larceny, burglary, robbery, marijuana use, hallucinogens use, amphetamines use, barbiturates use, cocaine use, vandalism, buying stolen goods, hitting, joyriding, runaway, carrying a hidden weapon, prostitution, and selling drugs. Note that there were no questions about homicide and arson in the survey. Alcohol use, lying about age, hitchhiking, and buying liquor for a minor from were excluded from our measure of delinquency because they were rather common illegal acts. Sexual intercourse, panhandling, and disorderly conduct were also excluded from delinquent behaviors. Sexual intercourse is relatively commonplace among youths, and it is also hard to judge whether sexual intercourse is delinquent. For example, a victim of rape has sexual intercourse against his or her will, but voluntary intercourse is not illegal. Thus, it was reasonable to bar sexual intercourse as a component of delinquency. As for panhandling, begging for money does not hurt anyone and is not delinquent. Finally, people often behave in a disorderly manner (e.g., being loud in public) simply because of their exuberantly positive mood, so disorderly conduct is not always a form of delinquency.

Although our decision to consider some illegal acts as non-delinquent due to the trivial nature of these acts may not be universally accepted, the proportion of youths who performed at least one of these “trivial” illegal acts once or more monthly was 69.1%, whereas the proportion of youths who committed delinquent acts once a month or more as we have operationally defined this construct was 32.8%, which seems much more reasonable as an estimate of the underlying rate of delinquency.

The National Youth Survey offered two sets of questions to measure (a) the actual number of times each delinquent act was committed and (b) the frequency of each delinquent behavior using a scale ranging from one (never) to nine (two-three times a day). Cronbach’s α for the frequency rates of the general delinquency was 0.713, which was greater than that for the actual number of delinquent behaviors. Hence, only the frequency rate items were used to construct the class variable for CTA. Committing each delinquent behavior once a month or more (score≥4) was recoded as one point, while committing each delinquent behavior less than once a month (score<4) was recoded as zero points. This rule was the most effective in making our sample as representative as possible of American delinquents and non-delinquents (see the above discussion of the proportion of delinquents). Respondents who scored at least one point were defined as delinquents, whereas respondents who scored zero points were defined as non-delinquents: this was the class variable employed in CTA.

**Attributes.** A total of 166 attributes were examined, including 17 theoretical “broad band” composite variables, the individual “narrow band” items composing these theoretical attributes, and additional background and demographic characteristics used in prior research. The theoretical variables were: (a) conventional involvement measured by a sum of scores on the school athletic and activities involvement scales and community involvement scale (α=0.70); (b) attachment to family measured by a sum of scores on the family involvement and aspiration scales (α=0.72); (c) conventional commitment measured by a sum of scores on the school aspirations scale and future occupational and educational goal scales (α=0.71); (d) moral belief measured by a sum of scores on the family, school, and peer normlessness scales (α=0.72);
(e) exposure to peer delinquency measured by a sum of scores on the number of close friends performing each of some bad behaviors (α=0.82); (f) involvement with delinquent peers measured by a sum of scores on the peer involvement scale multiplied by the difference between an observed score for exposure to peer delinquency and its mean (because this is a single index, α was not computed); (g) socialization measured by a sum of scores on the perceived sanctions in family scale (α=0.84); (h) attitudes toward deviance measured by a sum of scores on the dichotomous scales, with two levels: 0 (low level of strain) to 1 (high level of strain), after subtracting the reversed and standardized family income scale (α=0.75); (j) prior self-reported delinquency measured by a sum of scores on the continuous frequency rate scale (α=0.91); (k) social isolation measured by a sum of scores on the family and school social isolation scales (α=0.73); (l) family isolation measured by a sum of scores on the family social isolation scale (α=0.72); (m) social labeling measured by a sum of scores on the family labeling scale (α=0.71); (o) perceived labeling by teachers measured by a sum of scores on the school labeling scale (α=0.80); and (p) strain measured by a sum of scores recoded 0 (no strain) to 3 (high level of strain), after subtracting the achievement of goal from scores on the importance of the corresponding goal (α=0.62). 

Note that in measuring prior delinquency based on both continuous and dichotomous scales, we adopted the same operational definition as that of our class variable.

Procedure and Analysis Strategy. The National Youth Survey data sets were obtained through the Inter-University Consortium for Political and Social Research (ICPSR) of the University of Michigan. After all data were accessed and gathered, the class variable and attributes were selected and computed as described above. Finally, the class variable and the attributes were input into the ODA program to construct the CTA model.

To facilitate clarity of exposition we review how optimal data analysis operates in constructing a CTA model. ODA is first used to determine a cutpoint, or decision rule, for each attribute that maximizes the overall percentage of observations that are correctly classified (i.e., the percentage accuracy in classification, or PAC). For each equal interval or ordinal (i.e., continuous) predictor, ODA identifies an optimal classification cut-point (e.g., if age>14, then predict delinquency; if age≤14, then predict non-delinquency) that maximizes overall PAC. For each nominal or binary (i.e., categorical) predictor, ODA identifies an optimal classification rule (e.g., if ethnicity=Anglo, then predict delinquency; if ethnicity≠Anglo, then predict non-delinquency) that maximizes overall PAC. Thus, ODA can accommodate multi-category nominal predictors, such as race, without dummy coding these variables. Unlike other statistical methods for constructing tree models (e.g., regression-based CART or chi-square-based CHAID), ODA uses an exact permutation probability with no distributional assumptions, assesses the expected cross-sample generalizability of classification rules through an automated jackknife validity analysis procedure, and finds main effects and nonlinear interactions that optimally classify admission decisions. PAC is computed as 100% x (number of correctly classified observations)/(total number of observations).

After determining the optimal cutpoint providing the greatest PAC for each attribute, the next step is to decide which attributes to enter into the hierarchically optimal CTA model. The chosen attribute must have the greatest effect strength for sensitivity (ESS), which reflects how much better PAC is compared to chance, using a standardized scale where chance
classification accuracy is 0% and perfect classification accuracy is 100%. ESS is calculated using the following equation:

$$ES(\%) = \left(1 - \frac{100 - (\text{mean PAC across classes})}{100 - \frac{100}{C}}\right) \times 100$$

where $C$ is the number of response categories for the class variable. By rule-of-thumb, ESS values < 0.25 are regarded as weak, values between 0.25 and 0.50 are considered moderate, and values > 0.50 are defined as strong.

After selecting the attribute with the greatest ESS to serve as a node of a tree model, the attribute’s expected cross-sample stability in classification performance is assessed using a leave-one-out (LOO), or jackknife, validity analysis. In LOO analysis, classification performance is evaluated after removing an observation, and then the removed observation is classified again according to the classification performance obtained using the remaining subsample. This process is repeated until every observation has been removed and classified. An attribute is included in the CTA model only if its classification accuracy is stable in LOO analysis. LOO analysis helps to construct a tree model whose constituent attributes are most likely to generalize to a new sample.

If a LOO stable attribute with the greatest ESS is statistically significant, then the attribute enters as the first node of a CTA model. The level of statistical significance is determined by Monte Carlo simulation as a permutation probability, and is isomorphic with Fisher’s exact $p$ test for binary attributes. After the first node is determined, ODA subsequently searches the second node and lower nodes under each level of the highest node of a hierarchical tree model using the above procedures. These procedures are repeated until no more attributes are below the critical $p<0.05$-level.

Note that a given attribute can re-enter a node at a lower level even if it has already entered as a node at a higher level in the CTA model. This is the case when a re-entered attribute still contributes to the best classification performance with a new cutpoint when combining specific levels of higher nodes. Finally, to control the experimentwise Type I error rate at $p<0.05$ per comparison, a sequentially-rejective Sidak Bonferroni-type multiple comparisons procedure is used to prune attributes selected by inflation of Type I error. These adjustments also help maximize statistical power by rejecting lower nodes tested from very small subsample sizes when the total sample becomes divided and reduced.

Results

Univariate Analyses. To describe simple relationships between delinquency and each attribute, we first conducted univariate analyses using ODA (Table 1). Consistent with previous findings, most theoretical attributes were significantly related to delinquency in the predicted direction: delinquency was significantly associated with weak attachment to family, weak conventional commitment, weak moral belief, greater exposure to peer’s delinquency, positive attitudes toward deviance, high level of social disorganization, more experiences of prior delinquency, high level of social isolation, high level of family isolation, negative social labeling, negative social labeling by teachers, and high level of strain.

In addition to these theoretical attributes, race and age were also significantly related to delinquency: Anglo adolescents were more likely to commit delinquency than other racial groups; and adolescents aged 14 or older were more likely to commit delinquency than those aged 13 or younger.
Table 1: Univariate Associations of Theoretical and Demographic Attributes with Delinquent (1) Versus Non-Delinquent Behavior (0) for the Total Sample (N=1,606)

<table>
<thead>
<tr>
<th>Attribute</th>
<th>ODA Model</th>
<th>n</th>
<th>% Delinquent</th>
<th>ESS</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional involvement</td>
<td>&gt; 20.5, predict 0</td>
<td>70</td>
<td>30.00</td>
<td>17.93</td>
<td>0.413</td>
</tr>
<tr>
<td></td>
<td>≤ 20.5, predict 1</td>
<td>186</td>
<td>36.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attachment with family</td>
<td>&gt; 29.5, predict 0</td>
<td>1024</td>
<td>25.78</td>
<td>19.94</td>
<td>0.118 x 10^{-13}</td>
</tr>
<tr>
<td></td>
<td>≤ 29.5, predict 1</td>
<td>536</td>
<td>45.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional commitment</td>
<td>&gt; 30.0, predict 0</td>
<td>875</td>
<td>24.00</td>
<td>21.38</td>
<td>0.906 x 10^{-15}</td>
</tr>
<tr>
<td></td>
<td>≤ 30.0, predict 1</td>
<td>705</td>
<td>42.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moral belief</td>
<td>&gt; 42.5, predict 0</td>
<td>907</td>
<td>25.58</td>
<td>18.95</td>
<td>0.935 x 10^{-12}</td>
</tr>
<tr>
<td></td>
<td>≤ 42.5, predict 1</td>
<td>653</td>
<td>42.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exposure to peer’s delinquency</td>
<td>≤ 16.5, predict 0</td>
<td>809</td>
<td>21.88</td>
<td>30.96</td>
<td>0.102 x 10^{-26}</td>
</tr>
<tr>
<td></td>
<td>&gt; 16.5, predict 1</td>
<td>538</td>
<td>50.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Involvement with delinquent peers</td>
<td>≤ 1.26, predict 0</td>
<td>812</td>
<td>21.80</td>
<td>31.19</td>
<td>0.107 x 10^{-25}</td>
</tr>
<tr>
<td></td>
<td>&gt; 1.26, predict 1</td>
<td>532</td>
<td>50.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Socialization</td>
<td>&gt; 30.5, predict 0</td>
<td>57</td>
<td>26.32</td>
<td>1.08</td>
<td>0.175</td>
</tr>
<tr>
<td></td>
<td>≤ 30.5, predict 1</td>
<td>1520</td>
<td>33.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes toward deviance</td>
<td>&gt; 25.5, predict 0</td>
<td>878</td>
<td>21.75</td>
<td>27.32</td>
<td>0.524 x 10^{-24}</td>
</tr>
<tr>
<td></td>
<td>≤ 25.5, predict 1</td>
<td>719</td>
<td>46.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social disorganization</td>
<td>≤ 12.15, predict 0</td>
<td>1377</td>
<td>31.30</td>
<td>3.79</td>
<td>0.0112</td>
</tr>
<tr>
<td></td>
<td>&gt; 12.15, predict 1</td>
<td>135</td>
<td>41.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior self-reported delinquency</td>
<td>≤ 33.5, predict 0</td>
<td>1053</td>
<td>20.42</td>
<td>36.86</td>
<td>0.215 x 10^{-46}</td>
</tr>
<tr>
<td></td>
<td>&gt; 33.5, predict 1</td>
<td>553</td>
<td>56.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≤ 20.5, predict 0</td>
<td>662</td>
<td>29.15</td>
<td>6.49</td>
<td>0.0082</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-------------------</td>
<td>-----</td>
<td>-------</td>
<td>------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>&gt; 20.5, predict 1</td>
<td>917</td>
<td>35.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family isolation</td>
<td>≤ 10.5, predict 0</td>
<td>1018</td>
<td>29.76</td>
<td>8.59</td>
<td>0.000519</td>
</tr>
<tr>
<td></td>
<td>&gt; 10.5, predict 1</td>
<td>577</td>
<td>37.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social labeling</td>
<td>&gt; 81.5, predict 0</td>
<td>1050</td>
<td>26.67</td>
<td>19.20</td>
<td>0.462 x 10^{-13}</td>
</tr>
<tr>
<td></td>
<td>≤ 81.5, predict 1</td>
<td>479</td>
<td>46.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived labeling by parents</td>
<td>&gt; 37.5, predict 0</td>
<td>1146</td>
<td>28.88</td>
<td>13.34</td>
<td>0.682</td>
</tr>
<tr>
<td></td>
<td>≤ 37.5, predict 1</td>
<td>403</td>
<td>44.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived labeling by teachers</td>
<td>&gt; 43.5, predict 0</td>
<td>1010</td>
<td>25.94</td>
<td>19.97</td>
<td>0.132 x 10^{-13}</td>
</tr>
<tr>
<td></td>
<td>≤ 43.5, predict 1</td>
<td>541</td>
<td>45.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strain</td>
<td>≤ 11.5, predict 0</td>
<td>171</td>
<td>23.98</td>
<td>3.66</td>
<td>0.0479</td>
</tr>
<tr>
<td></td>
<td>&gt; 11.5, predict 1</td>
<td>1095</td>
<td>30.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exposure to peer’s alcohol use</td>
<td>≤ 2.5, predict 0</td>
<td>880</td>
<td>22.05</td>
<td>32.13</td>
<td>0.332 x 10^{-30}</td>
</tr>
<tr>
<td></td>
<td>&gt; 2.5, predict 1</td>
<td>501</td>
<td>52.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes toward marijuana use</td>
<td>&gt; 3.5, predict 0</td>
<td>1042</td>
<td>23.61</td>
<td>27.01</td>
<td>0.553 x 10^{-25}</td>
</tr>
<tr>
<td></td>
<td>≤ 3.5, predict 1</td>
<td>556</td>
<td>49.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>Male, predict 0</td>
<td>849</td>
<td>40.64</td>
<td>-18.75</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>Female, predict 1</td>
<td>757</td>
<td>24.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td>Black/Chicano/American Indian/Asian/other, predict 0</td>
<td>322</td>
<td>25.47</td>
<td>6.69</td>
<td>0.000902</td>
</tr>
<tr>
<td></td>
<td>Anglo, predict 1</td>
<td>1281</td>
<td>34.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>≤ 13, predict 0</td>
<td>732</td>
<td>24.45</td>
<td>17.28</td>
<td>0.346 x 10^{-10}</td>
</tr>
<tr>
<td></td>
<td>&gt; 13, predict 1</td>
<td>874</td>
<td>39.82</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Grade at School

<table>
<thead>
<tr>
<th>Grade at School</th>
<th>Predict</th>
<th>Total</th>
<th>Proportion</th>
<th>ESS</th>
<th>E.S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>8th grade or lower</td>
<td>0</td>
<td>819</td>
<td>26.01</td>
<td>17.28</td>
<td>0.439</td>
</tr>
<tr>
<td>9th grade or higher, not in school, or other</td>
<td>1</td>
<td>787</td>
<td>39.90</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### GPA

<table>
<thead>
<tr>
<th>GPA</th>
<th>Predict</th>
<th>Total</th>
<th>Proportion</th>
<th>ESS</th>
<th>E.S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>0</td>
<td>10</td>
<td>60.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A, B, C, or D</td>
<td>1</td>
<td>1585</td>
<td>32.49</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Family Income

<table>
<thead>
<tr>
<th>Family Income</th>
<th>Predict</th>
<th>Total</th>
<th>Proportion</th>
<th>ESS</th>
<th>E.S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq 14,000$</td>
<td>0</td>
<td>141</td>
<td>33.33</td>
<td>-0.43</td>
<td>0.646</td>
</tr>
<tr>
<td>$&gt; 14,000$</td>
<td>1</td>
<td>1375</td>
<td>32.22</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Parent's Marital Status

<table>
<thead>
<tr>
<th>Parent's Marital Status</th>
<th>Predict</th>
<th>Total</th>
<th>Proportion</th>
<th>ESS</th>
<th>E.S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single or married</td>
<td>0</td>
<td>1300</td>
<td>31.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced/separate/other</td>
<td>1</td>
<td>280</td>
<td>38.93</td>
<td>5.11</td>
<td>0.593</td>
</tr>
</tbody>
</table>

Note: “ODA Model” indicates the cutpoint or decision rule by which ODA classified (non)delinquents. Total sample sizes varied across attributes due to incomplete data. A sequentially-rejective Bonferroni adjustment procedure was not employed for univariate analyses. The total number of respondents who answered the set of questions associated with conventional involvement was 256, so the response rate for this set of items was only 15.94%. ESS values indicated in red were stable in jackknife (“leave-one-out”) validity analysis, and are expected to show cross-sample generalizability.

However, contrary to previous theory and research, attributes unrelated to delinquency included conventional involvement, socialization, and perceived labeling by parents. Moreover, LOO analysis concluded that a significant relationship between involvement with delinquent peers and delinquency was not cross-sample generalizable.

**Classification Tree Analysis.** Our primary interest was not to see simple relationships between each attribute and delinquency, but to see how multiple attributes combine to explain predictive roots and profiles of juvenile delinquency and non-delinquency. Therefore, we used ODA to construct a hierarchically optimal CTA model. Following established procedures for constructing optimal CTA models, 68 nodes were initially identified; but after applying a sequentially-rejective Sidak Bonferroni-type multiple comparisons procedure, only five nodes were retained. These five nodes were prior self-reported delinquency measured by continuous scales as the first node ($p<0.001$), exposure to peer alcohol use during 1976 ($p<0.001$), exposure to peer delinquency during 1976 ($p<0.001$), grade level in school during 1976 ($p<0.001$), and attitudes toward marijuana use during 1976 ($p<0.001$). Except for grade level, all attributes were significant in the univariate analyses. Figure 1 shows the final hierarchically optimal CTA model for explaining juvenile delinquency. In the figure, circles represent nodes, arrows indicate branches, and rectangles are prediction endpoints (D=delinquency, ND=non-delinquency). Numbers below each node indicate directional Fisher’s exact $p$ value for the node, and numbers in parentheses within each node indicate ESS for the node. Also, numbers next to each arrow indicate the value of the cutpoint for the node.

The strongest predictor of delinquency for the total sample was prior self-reported delinquency (ESS=36.86%): the first node of the CTA model. The cutpoint for this attribute was 33.5 (1.94% on the absolute scale).
Figure 1: The CTA model for predicting juvenile delinquency versus non-delinquency (N=1,367). Ellipses represent nodes, arrows represent branches, and rectangles represent prediction endpoints. Numbers under each node indicate the exact p value for each node. Numbers in parentheses within each circle indicate effect strength. Numbers beside arrows indicate the cutpoint for classifying observations into categories (delinquency or non-delinquency) for each node. Fractions below each prediction endpoint indicate the number of correct classifications at the endpoint (numerator) and the total number of observations classified as the endpoint (denominator). Negative attitudes toward marijuana use = Thinking that marijuana use is “very wrong” or “wrong” for a youth or someone his or her age; Positive attitudes toward marijuana use = Thinking that marijuana use is “a little bit wrong” or “not wrong at all” for a youth or someone his or her age; D = delinquency; ND = non-delinquency.
For youths who scored 33.5 or less on the prior delinquency scale based on its frequency rate, the second node was exposure to peer alcohol use (ESS= 20.87%). If a respondent had no friends who used alcohol, then that respondent was predicted to be non-delinquent with 85.35% accuracy. In other words, a few prior experiences with delinquency and no exposure to peer alcohol use jointly led to non-delinquency. For youths who had a few prior experiences of delinquency but who were exposed to peer alcohol use, a third node branched to either delinquency or non-delinquency. This third node was, again, prior self-reported delinquency (ESS=21.57%). That is, prior self-reported delinquency became the strongest attribute again among youths who had committed delinquent behavior less frequently and were exposed to peer alcohol use, but not among youths who fell into the other predictive pathways. At this node the cutpoint was 30.5, representing less than the 1st percentile on an absolute scale. If youths scored 30.5 or lower on the prior delinquency scale, then they were predicted to be non-delinquent with 80% accuracy. Therefore, even if youths had friends who had used alcohol, it was possible that the youths were still non-delinquents when they had been much less likely to perform delinquent behaviors two years earlier. In contrast, under the conditions where youths were exposed to peer alcohol use, if their scores were above 30.5 but 33.5 or less on the prior delinquency scale, then they were predicted to be delinquent with 37.63% accuracy. This was the lowest classification performance at any endpoint predicting delinquency. Overall predictive accuracy for youths who had earlier engaged in delinquent acts less often was 74.15% (657/886).

In comparison, for those who had earlier engaged in delinquent behavior more often, a different hierarchical pattern appeared. Among youths who scored more than 33.5 on the prior delinquency scale, the strongest predictor in the model was exposure to peer’s delinquency. The cutpoint for this attribute was 20.5, which represents the 26th percentile on an absolute scale. If youths scored more than 20.5 on the scale of exposure to peer delinquency, then they were classified as being either delinquent or non-delinquent, depending on their attitudes toward marijuana use. In contrast, among youths reporting more frequent prior delinquency and less exposure to peer’s delinquency (score≤20.5), classification as delinquent or nondelinquent depended on their grade level in school. Specifically, youths were predicted as non-delinquent when (a) they were more exposed to peer delinquency and thought that marijuana use was “very wrong” or “wrong” for them or someone their age (59.41% delinquency rate), or (b) they were less exposed to peer’s delinquency and were in the eighth grade or lower (33.75% delinquency rate). In comparison, youths were classified into delinquency when (c) they were more exposed to peer delinquency and thought that marijuana use was “a little bit wrong” or “not wrong at all” (83.90% delinquency rate), or (d) they were less exposed to peer’s delinquency and were in ninth grade or higher, did not attend at school, or a trade or business school (57.84% delinquency rate). Overall predictive accuracy for those who reported more frequent delinquent behaviors earlier was 63.41% (305/481).

Table 2 summarizes the overall classification performance of the CTA model, which correctly classified 962 (70.37%) of the total 1,367 youths. The ESS for this model was 30.59%, indicating that the model attained almost one-third of the theoretically possible improvement in classification accuracy versus the performance expected by chance: this is considered to reflect a moderate effect.36
Table 2: Confusion Table for CTA Delinquency Model

<table>
<thead>
<tr>
<th>Actual Class Status</th>
<th>Predicted Class Status</th>
<th>Non-Delinquent</th>
<th>Delinquent</th>
<th>Specificity = 87.0%</th>
<th>Sensitivity = 34.1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Delinquent</td>
<td>860</td>
<td>128</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delinquent</td>
<td>135</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Additional Comments about Cutpoints.** Although the cutpoints for prior self-reported delinquency were 33.5 and 30.5, depending on the level of node, what do these values signify? Scores less than 33.5 were located within 1.94% on the absolute possible range, and the scores less than or equal to 30.5 reflects 0.65% of the absolute possible range on the prior delinquency scale. Descriptive statistics showed that the mean of prior delinquency (range=29-261) was 35.02 with $SD=15.40$. Overall, 65.2% of respondents scored 33.5 or less, while 34.8% scored more than 33.5. Conceptually, a respondent who scored 29 (i.e., 1 point x 29 items) had never committed delinquency in 1976, and a respondent who had performed all types of delinquent behaviors once or twice in 1976 should have scored 58 (i.e., 2 points x 29 items). Therefore, respondents who scored 33.5 had performed only a few types of illegal behaviors once or twice in 1976. In addition, because the score of 30 indicates that a respondent committed one kind of delinquent behavior once or twice in 1976, scores less than or equal to 30.5 indicate that respondents were engaged in only one delinquent behavior very few times. Thus, scores below 33.5 on the prior delinquency index were much closer to the score of non-delinquents used to categorize the class variable, and could be considered as reporting very few prior delinquent experiences.

What about exposure to peer delinquency? The cutpoint for exposure to peer delinquency was 20.5. Descriptive statistics revealed that the mean of this attribute (range=10-50) was 16.72 with $SD=5.87$. For exposure to peer delinquency, 77.8% of respondents scored 20.5 or less, and 22.2% scored greater than 20.5. Scores less than 20.5 fell within 26.25% on an absolute scale. A score of 20 (i.e., 2 x 10 items) would indicate that a respondent was exposed to peers who committed all ten types of delinquent behaviors. Therefore, a score of 20.5 or less indicates that a respondent was exposed to relatively few delinquent peers.

**Discussion**

**Implications of the CTA Model of Delinquency.** As hypothesized, this study yielded a parsimonious model identifying social (exposure to peer alcohol use, exposure to peer delinquency, and grade level in school) and personal variables (prior delinquency and attitudes toward marijuana use) that together predicted American youths as either delinquent or non-delinquent, supporting the critical influence of these factors on young people’s anti-social behavior. The optimal CTA model achieved about a third of the possible improvement in classifi-
cation accuracy relative to chance, which represents a moderate effect size. The model identified three profiles of juvenile delinquency: (a) lay delinquency, reflecting infrequent prior delinquency with exposure to peer alcohol use (37.63% accuracy), (b) unexposed chronic delinquency, reflecting youth who had frequent prior delinquency with less exposures to peer delinquency, but being in the ninth grade or higher (57.84% accuracy), and (c) exposed chronic delinquency, reflecting youth who had frequent prior delinquency with exposure to peer delinquency and positive attitudes toward marijuana use (83.90% accuracy). In contrast, the model yielded four profiles of non-delinquency: (a) unexposed non-delinquency, reflecting youth who have infrequent prior delinquency with no exposure to peer alcohol use (85.35% accuracy), (b) exposed non-delinquency, reflecting youth who had extremely infrequent prior delinquency with exposure to peer alcohol use (80.00% accuracy), (c) unexposed reformation, reflecting youth who had frequent prior delinquency with less exposure to peer delinquency, but who were in eighth grade or lower (66.25% accuracy), and (d) exposed reformation, reflecting youth who had frequent prior delinquency with greater exposure to peer delinquency, but who had negative attitudes toward marijuana use (40.59% accuracy).

The CTA model provides additional insights into the prospective predictors of delinquency. Prior delinquency was the strongest predictor of subsequent delinquency—a conclusion that is consistent with previous reports that prior general delinquency directly influences later delinquency and drug use. Our results extend prior findings, by identifying combinations of variables that exert a differential influence for experienced delinquents versus other subgroups of youth. For experienced delinquents, the factors important in maintaining delinquency appear to be exposure to peer delinquency, grade level in school, and attitude toward marijuana use. Youths who maintained their status as delinquents were categorized as unexposed or exposed chronic delinquents with 71.82% accuracy (Table 3). Previous studies showing the effect of exposure to antisocial behavior on criminal actions and the effect of peers on the formation of delinquent values support the profile of exposed chronic delinquency. Thus, with exposed chronic delinquency, prior delinquent experiences and exposure to delinquent peers might lead youths to form positive attitudes toward marijuana use, and these antisocial attitudes might encourage them to commit delinquent actions later. Note, however, that there is also a predictive profile reflecting exposed reformation, implying that not all youths with frequent prior delinquency and more exposure to delinquent peers automatically adopt positive attitudes toward marijuana.

In contrast, for adolescents who have infrequent prior delinquency, the variables predictive of changing non-delinquency into delinquency were exposure to peer alcohol use and prior delinquency. However, the combination of these factors predicted lay delinquency with only 37.63% accuracy, indicating that other factors not measured in the survey also operate.

Table 3: Summary of Cross-Classification by Year (N=1,367)

<table>
<thead>
<tr>
<th>Year of 1978</th>
<th>Year of 1976</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-Delinquency</td>
</tr>
<tr>
<td>Non-Delinquency</td>
<td>587/700 (83.86%)</td>
</tr>
<tr>
<td>Delinquency</td>
<td>70/186 (37.63%)</td>
</tr>
</tbody>
</table>

Note. The numerator of each fraction indicates the number of observations classified correctly. The denominator of each fraction indicates the number of observations predicted as a given category by the CTA model. Percentages reflect the proportion of correctly classified observations.
Another important implication is that the factors that maintain non-delinquency are different from the factors that terminate delinquency (Figure 1). The CTA model demonstrated that unexposed and exposed non-delinquents maintained their status of non-delinquency with 83.86% accuracy, whereas unexposed and exposed reformers became non-delinquents with only 56.32% accuracy (see Table 3). Future researchers should include measures of the variables composing these profiles, in order to enhance accuracy in predicting and understanding the dynamics of juvenile delinquency.

The CTA model identified protective factors more accurately than risk factors, and classification accuracy for non-delinquency was greater than for delinquency. This is probably because the surveys did not assess some critical risk factors. For instance, impulsivity, attention deficit/hyperactivity disorder, criminal opportunity, and historical contexts, such as a change in the level of surplus value have all been identified as important risk factors, but were not directly assessed by the surveys. Another interesting implication concerns the crucial roles of adolescent exposure to peer delinquency and substance use in relation to delinquency. Regardless of prior delinquency, youths are sensitive to influence from peers perhaps because they desire to maintain intimacy and to avoid being rejected by peers. Also, alcohol use seems to be a “gateway” to performing delinquent behaviors by youths with infrequent prior delinquency, while marijuana use may be an obstacle to stopping delinquent behaviors.

Some variables found to be predictive of delinquency in previous research did not appear in the final CTA model. These predictors were socialization, social disorganization and social strain, involvement with delinquent peers, any types of social bonds, and any form of labeling. It should be noted that in the univariate analyses all of these predictors—except for involvement with delinquent peers, conventional involvement, socialization, and perceived labeling by parents—were significantly predictive of delinquency (Table 1). The reason why these particular predictors failed to enter the final CTA model was that these predictors had smaller ESS than attributes selected for entry in the model, had low generalizability across samples, and/or had weaker effects when combined with variables in higher generalizability of the hierarchical tree model. In contrast, grade in school was not significant in the univariate analysis, yet it was a node in the CTA model. This indicates that grade in school is significant among only a certain group, that is, American young people who had more prior delinquent experiences and were more likely to be exposed to peer delinquency, but not among general American young population.

Limitations. Our results are not without limitations. Although the strongest predictor of delinquency was prior self-reported delinquency, this result subsequently raises a follow-up question, “What factors, if any, predict prior delinquent behavior?” In our model, the profile of lay delinquency included not only those who had no prior delinquent experience, but also those who had very few prior delinquent experiences. Future research should explore the additional profile of delinquent youth who have no prior experiences of delinquency whatsoever.

Another limitation of the present research is the time frame of the survey data we analyzed. The National Youth Survey was conducted in 1976 and 1978. Thus, our results might reflect phenomena that are no longer generalizable to the present time period. Future research should address this limitation by constructing CTA using more recent data.

In terms of methodological limitations, our model reflects roughly 60% of the eligible youths originally selected by the multistage cluster sampling method. Although there is no agreed-upon standard for what constitutes an acceptable rate of inclusion, excluding 40% of respondents raises the possibility of potential selection and non-response biases. However, no
particular group of the youth population appears to be over- or under-represented in our sample, compared to the original sample who agreed to participate in the National Youth Survey.24

Other methodological issues concern the particular measures used in the National Youth Survey. In particular, the self-report items used to assess delinquency and other socially negative behaviors might not accurately reflect the actual levels of these behaviors because of social desirability, memory limitations, and motivation to recall. Moreover, the National Youth Survey did not include some variables that we wanted to examine as potential predictors of delinquency (e.g., impulsivity). Future research needs to include measures of other unanalyzed variables so that the classification accuracy of the hierarchical tree model can be further improved. Finally, although some theoretical composite attributes showed acceptable values of Cronbach’s $\alpha$, other attributes, including exposure to peer alcohol use and attitude toward marijuana use, were each measured by only a single individual question and had unknown reliability. Future research should measure attributes, especially exposure to peer alcohol use and attitude toward marijuana use, using multiple items, obtain acceptable Cronbach’s $\alpha$ for these composite subscales, and then re-test them by including them in an ODA model.

Finally, it should be noted that an alternative definition of delinquency might yield different findings concerning the prospective predictors of juvenile delinquency. Although we contend that the classification of delinquency or non-delinquency based on our definition produced representative samples of youths who engage in these two forms of behavior, other theorists or researchers might well adopt an alternative definition of these two constructs. Or, they might suggest examining more specific delinquent actions (e.g., theft) independently rather than a broader, comprehensive category of juvenile delinquency because the factors might vary across different delinquent actions. Nevertheless, while we should avoid over-generalizing the factors found in our study to all delinquent actions, it is also informative to focus on the large-scale pattern of delinquency. This macro-level analysis is important because (1) the society and citizens tend to be more interested in getting a general idea (e.g., how to prevent delinquent crime in general) than a specific idea (e.g., how to prevent each potential delinquent actions specifically), and (2) each specific delinquent action is not exclusive or independent but accompanies another illegal action (e.g., robbery and assault could occur at the same time). Thus, our findings provide an overview of delinquent behavior, and the next goal should be to focus on each specific delinquent action to examine whether our model is applicable to it.

Another limitation concerning our definition of delinquency is the inevitable loss of precision in analyzing delinquency as a dichotomy as opposed to a continuous rate of frequency. In doing so, we have limited ourselves to investigating variables that predict whether or not youths exceed a threshold frequency that we have defined a priori as representing juvenile delinquency versus non-delinquency. These predictive variables may well differ from those that explain variation in the absolute frequency of delinquent behaviors.

**Applications of the Present Study.** The findings suggest potentially effective strategies for crime prevention. For example, shifting positive attitudes toward marijuana use toward negative attitudes may reduce delinquent behavior among exposed but reformed delinquent youths. Furthermore, our results suggest that an effective approach to protect non-delinquent youths from moving toward delinquency is to keep them away from peers who use alcohol. Future research should test these hypotheses.
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