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As a high-ranking cause of human mortality, adverse drug reactions (ADRs) are the focus of an enormous literature, and optimal statistical methods have proven undaunted by the analysis-challenging geometry of multi-site longitudinal medical data sets. Two broadly-used causality assessment algorithms for identifying ADRs are the Naranjo and World Health Organization (WHO) ADR algorithms. Ratings made using these algorithms haven’t been validated, so the extent to which arbitrated ratings made by independent experts using these algorithms agree is important in assessing the expected upper-bound of inter-rater, inter-method reliability. Using data from India on this issue, UniODA identified a strong to very strong relationship between ratings obtained using WHO and Naranjo algorithms for a sample of N = 200 randomly selected patients. Inter-algorithm disagreement occurred for 15.2% of cases indicated as “Probable” by the Naranjo algorithm, but as “Possible” by the WHO algorithm.

Separately for each observation in a randomly selected sample of N = 200 ADR proformas, two experts independently used the WHO and Naranjo algorithms to assess the likelihood that a causal relationship existed between taking a medication and then experiencing an adverse reaction. After arbitrating all disagreements the final structure of inter-expert agreement is summarized in Table 1. All 134 cases classified as “Probable” by the WHO algorithm were also classified as “Probable” by the Naranjo algorithm. And, 42 (65.6%) of 64 cases classified as “Possible” by the WHO algorithm were likewise classified using Naranjo.

Table 1: Arbitrated Expert Agreement on WHO and Naranjo Ratings of Causality of ADR

<table>
<thead>
<tr>
<th>Naranjo</th>
<th>WHO</th>
<th>Probable</th>
<th>Possible</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probable</td>
<td>134</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Possible</td>
<td>24</td>
<td>42</td>
<td></td>
</tr>
</tbody>
</table>
The original study\(^7\) used a weighted kappa coefficient to assess the inter-algorithm agreement for these data. Here, weighted kappa = 0.701, which the authors concluded indicates moderate to good agreement between the two expert raters using the two algorithms and arbitrating all of the inter-rater disagreements. Statistical significance of the kappa coefficient wasn’t discussed. Problems associated with the use of kappa to assess inter-rater reliability are discussed elsewhere.\(^1,2,8,9\)

UniODA\(^1\) and MegaODA\(^10-12\) command syntax given below\(^13-15\) was used to evaluate the *a priori* hypothesis that the algorithms agreed on the causality ratings assigned to the cases:

```plaintext
OUTPUT adr.out;
OPEN adr.dat;
VARS naranjo who;
CLASS naranjo;
ATTR who;
DIR < 0 1;
MC ITER 25000;
GO;
```

The attribute wasn’t indicated as being categorical because the underlying metric of the scale for both algorithms is ordinal (probable is more likely than possible). The DIR syntax sets the *a priori* hypothesis that “possible” scores (coded as 0 for both algorithms) on the WHO scale are associated with “possible” scores on the Naranjo scale, and that “probable” scores (coded as 1 for both algorithms) on the WHO scale are associated with “probable” scores on the Naranjo scale.\(^1,2\) The UniODA model was: if WHO rating = 0 then predict that the Naranjo rating = 0; otherwise if WHO rating = 1 then predict that Naranjo rating = 1. The confusion matrix summarizing classification performance of this model is given in Table 2: ESS = 84.8 corresponding to a very strong effect, exact \(p < 0.0001\). There is thus very strong, statistically significant agreement using WHO ratings to predict Naranjo ratings.

### Table 2: Confusion Table for UniODA Model Predicting Naranjo Ratings using WHO Ratings

<table>
<thead>
<tr>
<th>Predicted Rating</th>
<th>Actual Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Possible</td>
</tr>
<tr>
<td>Possible</td>
<td>42</td>
</tr>
<tr>
<td>Probable</td>
<td>24</td>
</tr>
</tbody>
</table>

Switching the class and attribute assignments within the earlier UniODA/MegaODA syntax (CLASS who; ATTR naranjo;) produces a UniODA model (if Naranjo rating = 0 predict WHO rating = 0; if Naranjo rating = 1 predict WHO rating = 1) with ESS = 63.6, corresponding to a strong effect with exact \(p < 0.0001\) (see Table 3). There is thus strong, statistically significant agreement using Naranjo ratings to predict WHO ratings.

### Table 3: Confusion Table for UniODA Model Predicting WHO Ratings using Naranjo Ratings

<table>
<thead>
<tr>
<th>Predicted Rating</th>
<th>Actual Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Possible</td>
</tr>
<tr>
<td>Possible</td>
<td>42</td>
</tr>
<tr>
<td>Probable</td>
<td>0</td>
</tr>
</tbody>
</table>

Presently, treating the WHO rating as an attribute (independent variable), and the Naranjo rating as a class (dependent) variable, produced the most accurate model normed against chance. As seen in Table 1, Naranjo ratings had lower variability than WHO ratings, with 42 versus 64 “Possible” ratings, respectively. A design with a homogenous class variable and a heterogeneous attribute will generally yield superior accuracy compared to a design involving a heterogeneous class variable and a homogenous attribute: the latter design, in fact, is prone to identification of degenerate models in which not all classes are included in the model.\(^1,2,16\)

Further study of the factors inducing disagreement between these two algorithms is warranted. An initial analytic approach would entail recoding the data, setting the 24 cases of algorithm disagreement as class 1, and all the re-
maining cases as class 0, and then conducting CTA to discriminate class 0 and 1 cases on the basis of various aspects of the algorithms, in particular including as potential attributes the aspects bearing directly on the decision-making regarding probable vs. possible classifications.
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